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e Ifyou are using an external Platform Services Controller, upgrade Platform
Services Controller appliance 6.0 to version 6.7.

e Upgrade the vCenter Server to vSphere 6.7 Update 1 - This is an extremely
important step as it allows choosing a supported upgrade method, depending on
the version you are coming from.

o You must first ensure your current deployment supports upgrading or
migrating to the vCenter Server 6.7 Update 1 deployment.

o Use the Graphical Deployment Tool - This allows upgrading vCenter Server
by means of a two-step process to first deploy the new VCSA appliance as
an OVA and then copying the existing data to the new appliance which
then assumes the identity.

0 Use the Migration Assistant Interface - This allows migrating from the
legacy SSO Platform Services Controller, or vCenter Server on Windows to
the VCSA appliance.

0 Use the CLlinstaller - This allows advanced users the means to upgrade
VCSA appliances or vCenter Server on Windows to the latest version.

o Using the vCenter Admin VAMI interface - This is the administrative
interface in VCSA that allows patching the appliance to the latest version
within the major release.

Start vCenter Server upgrade

Verify you meet the
upgrade requirements

Prepare the
upgrade environment

4

Upgrade vCenter Upgrade vCenter Migrate vCenter Server

on Windows to vCenter
Server Appliance Server on Windows Server Appliance

Complete post-upgrade >
tasks

Upgrade to vCenter
Server 6.7 is complete

High-level overview of the vCenter Server Upgrade Process (Image Courtesy of VMware)
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e Upgrade your ESXi hosts - Upgrading the ESXi hypervisor on cluster hosts comes
after upgrading the vCenter Server. The vCenter Server must be at the same level
or higher than the ESXi hosts it manages. Typically, customers want to keep the
version of ESXi in sync with the version of vCenter. However, it is worth mentioning
that the latest vCenter Server 6.7 Update 1 supports managing down level ESXi
hosts.

o Asshown below, vCenter Server 6.7 Update 1 supports managing ESXi hosts
all the way back to version 6.0. There may be reasons a customer might
choose to do this. By using the latest vCenter Server version, you have the
latest HTMLS interface and all the other nice features that the new VCSA
brings to the table. However, VMware has deprecated support in ESXi for
legacy Windows Server versions such as 2003 starting in vSphere 6.7. If a
customer is running legacy Windows Server operating systems, this might be
a reason to run the latest vCenter with a down level ESXi host version.

VMware Product Interoperability Matrix

e Upgrade Virtual Machine VMware Tools - While VMware has decoupled the VMware
Tools releases from the vSphere version itself, new vSphere versions generally come
with an updated version of VMware Tools if you choose this option for the ESXi
hypervisor download. After upgrading your vCenter Server and ESXi hosts, you will
want to roll through the virtual machines and upgrade VMware tools. This can be
done manually in vSphere or can easily be done programmatically with PowerCLI.

e Upgrade Virtual Machine compatibility - This is a step that is certainly not required,
however, if there are new virtual hardware features or other configuration that a new
vSphere version unlocks that you want to take advantage of, you will want to upgrade
your virtual hardware compatibility.

By following the steps above, upgrading vSphere environments to the latest versions
including vSphere 6.7 Update 1 can be performed smoothly and effectively. What are some
other considerations to make?
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Other Upgrade Considerations Before Upgrading vSphere

Are there any other considerations to make before upgrading vSphere? Yes, there are.
Another extremely important consideration to make before upgrading vSphere versions is
to make sure your backup solution of choice supports the vSphere version. It would be
extremely frustrating and dangerous for your organization’s data to be able to successfully
upgrade vSphere to the latest version but find that your data protection solution starts
failing to backup, replicate or perform other operations with vSphere. Why do new versions
often break backups?

Data protection solutions rely on being able to interact with the backup APIs that are found
in vSphere. With new versions and releases, VMware at times either changes the way the
APl works or changes the API altogether. Once the upgrade happens, if the data protection
solution is not engineered to be able to deal with the new APIs, jobs will generally start
failing with miscellaneous errors. So, it is key to ensure compatibility up front with data
protection solutions to make sure they are compatible with the version you are upgrading
to, such as vSphere 6.7 Update 1.

Along the lines of what we have discussed with the data protection solutions interacting
with vCenter Server, count on the downtime required for vCenter Server depending on the
version you are coming from. Patching vCenter from the VAMI will not take as long as the
Upgrade process takes with the GUI tool 2-step process. If you have monitoring solutions or
other third-party products that integrate with vCenter Server, expect the downtime required
for these solutions as well while vCenter is undergoing the upgrade. While the VMs
themselves will still be available, make sure you can withstand the time “flying blind” if you
rely on monitoring solutions with hooks into vCenter.
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Upgrade Process Order Overview

As covered already, there are certainly things to consider with an upgrade of VMware
vSphere. How is an upgrade of vSphere carried out? When thinking about an upgrade
vSphere environment, customers need to follow an order of operations in upgrading the
vSphere environment. What is the order of operations when upgrading? Below is a quick
listing of native VMware solutions and the order of upgrading to vSphere 6.7, found in the
VMware KB article 53710. Be sure when upgrading your environment to take an inventory
of all VMware solutions that are integrated into the vSphere environment along with all
third-party solutions that are reliant upon connections to vSphere. Be sure to check with
those third-party providers for their relevant compatibility and interoperability matrices.

VRealize Automation

vRealize Orchestrator

VRealize Business for Cloud

VRealize Operations Manager
VRealize Log Insight

vRealize Log Insight Agent

vRealize Operations Endpoint Agents
VADP-based Backup Solution

NSX-v

10.  External PSC

11.  vCenter Server

12. VUM

13.  vSphere Replication

14. vSphere Site Recovery Manager

15. vSphere Update Manager Download Service
16.  ESXi hypervisor

17.  VMware Tools

18.  Virtual Hardware

19.  VSAN/VMFS

©®No vk WN=

0

In the following walkthrough, let's take a look at upgrading a simple vSphere
environment that only consists of vCenter Server and a cluster of ESXi hosts. In the
above list, we have highlighted the vCenter Server and ESXi hypervisor in the list above.
As you can see, these both sit in various places in the recommended order of operations
from an overall VMware products standpoint. If you have any of the other solutions, you
will need to look and see where it fits in the overall order of upgrade operations set
forth by VMware.
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When looking at a simple configuration of only vCenter Server and the ESXi hosts in the
cluster, the process to upgrade the vSphere components in that configuration involves
upgrading vCenter Server first, and then upgrading the ESXi hosts. In the following
walkthrough, let's upgrade an existing vCenter 6.5 U2 VCSA installation to vCenter 6.7
Update 1 VCSA. The process is the same as the one established with the VCSA 6.5
upgrade process. The ISO installer that is downloaded contains the GUI installer/upgrade
utility that allows deploying, upgrading, migrating from Windows vCenter, or restoring an
installation.

When upgrading, the process involves deploying a new vCenter Server VCSA 6.7 Update 1
appliance and then copying the configuration and data from the upgrade source VCSA
appliance over to the new appliance. The new appliance then assumes the identity of the
source appliance and the old VCSA appliance is powered off.

Backup & Disaster Recovery for Virtual and Physical Data Center © Vembu Technologies
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Upgrading VCSA Appliance to vCenter Server 6.7 Update 1

After downloading the new version of vCenter, which is downloadable from VMware as
an ISO file, you simply mount the ISO and run the Ul installer. This launches the utility
that allows you to choose the operation you want to perform.

- m] X

[ vCenter Server Appliance Installer

Installer
vm vCenter Server Appliance 6.7 Installer @ English

Install Upgrade Migrate Restore

vCenter Server Appliance 6.7 Installer - Upgrade options

The installer will happen in 2 stages. The first stage is to deploy the appliance. The
introductory screen describes the process in detail and the various steps taken in each

stage.
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(3 vCenter Server Appliance Installer

Installer

vm Upgrade - Stage 1: Deploy appliance

Introduction

Introduction

©

Ready to cor

Deploying the vSphere 6.7 Update 1 appliance

Next, accept the EULA presented for the installer.

(3 vCenter Server Appliance Installer

Installer

vm Upgrade - Stage 1: Deploy appliance

End user license agreement

1 Introduction

~

End user license agreement

VMWARE END USER LICENSE AGREEMENT

ource appliance

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR USE OF THE
SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE SOFTWARE.

ployment

IMPORTANT-READ CAREFULLY: B
Set up target appliance VM INDIVIDUAL OR LEGAL ENTITY’

@

THIS E
TURN THE UNUSI
D UEST A

permitted in a nor
ork settings provision in this EL

of anv kin

®

Accept the EULA for the vSphere 6.7 Update 1 upgrade
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Now, we connect to the source appliance by providing the credentials for connectivity.
Additionally, you connect to the source ESXi host or vCenter Server that manages the
source appliance.

[ vCenter Server Appliance Installer - a X

Installer

vm Upgrade - Stage 1: Deploy appliance

Connect to source appliance

1 Introduction

_ . Provide the details for the source appliance that you want to upgrade: vCenter Server or Platform Services Controller
2 End user license agreement
3 Connect to source appliance Source appliance
vcsab5.cloud.local @
4 A ce deployment target
Appliance HTTPS port 443

5 Set up target appliance VM
6 Select deployment size

ame administrator@vsphere.local @
7 Selectdatastore  SSOPassword = sseessssseens

8 Configure network settings

9 Ready to complete stage 1

Connect to the source appliance using the installer

Backup & Disaster Recovery for Virtual and Physical Data Center © Vembu Technologies
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Next, connect to the appliance deployment target by providing the hostname
and the credentials. This allows the installer to create the new appliance.

- vCenter Server Appliance Installer - m] X

Installer

vm Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

A . nt target settings. The target is the ESXi host or vCenter Server instance on which the
2 End user license agreement
3 Connect to source appliance
ESXi host or vCenter Server name vcsa.cloud.local @
4 Appliance deployment target
HTTPS port 443
5 Set up target appliance VM
User name administrator@vsphere local @

6 Select deployment size

Password ~ ssessessesses

9 Ready to complete stage 1

Connect to the appliance deployment target so the new appliance virtual machine can be
created and managed
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Select the folder for the new appliance creation in the target vSphere
infrastructure.

() vCenter Server Appliance Installer = m] X

Installer

vm Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select folder

1 Introduction

_ ) Select a datacenter or VM folder to create the appliance VM in
2 End user license agreement

oo v [ vcsa.cloud.local

3 Connect to source appliance

ER CloudLocal

4 Appliance deployment target >
3 Discovered virtual machine

(4]

Select folder

6 Select compute resource

7 Set up target appliance VM

[+4]

Select deployment size

©

Select datastore

=

Configure network settings

11 Ready to complete stage 1

Select the vSphere folder where the new appliance will be created
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Select the compute resource such as a standalone host or vSphere cluster
to house the new vCenter Server Appliance.

() vCenter Server Appliance Installer - a X

Installer

vm Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select compute resource

1 Introduction

o ) Select the compute resource to depl
2 End user license agreement

oo Bl cloudLocal
3 Connect to source appliance
B 10114913
4 Appliance deployment target ) .
: 2 B 10114923
5 Select folder [ vsanclusteri

6 Select compute resource

Set up target appliance VM

8 Select deployment size

9 Select datastore

1 Ready to complete stage 1

Selecting the compute resource to house the resulting appliance that is created

Backup & Disaster Recovery for Virtual and Physical Data Center © Vembu Technologies
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After configuring the vSphere connection to the target environment, you are asked
to set up the target appliance virtual machine by providing a name, root password
and confirming the root password.

(.J vCenter Server Appliance Installer - [m] X

Installer

vm Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Set up target appliance VM
1 Introduction 2 9 PP
_ ) Specify the VM settings for the appliance to be deployed
2 End user license agreement
3 Connect to source appliance VM name vcsa67upl
4 ice deployment target Setrootpassword ~ seeseeseseses
2 Confirm root password ~ ssesessseaned
6 Select compute resource

7 Set up target appliance VM

8 Select deployment size

9 Select datastore

Setup the target appliance VM
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Configure the deployment size for the resulting VCSA appliance. The installer
provides great information right on the installer GUI configuration page for the
deployment size options.

7,,‘ vCenter Server Appliance Installer - o *

Installer

vm Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

o Select deployment size
Introduction
_ ) Select the deployment size for this vCenter ver with an Embedded Platform Services Controller
2 End user license agreement
3 Connect to source appliance For more info me zes, refer to the vSphere 6.7 documentation
A Deployment size Tiny
4 Appliance deployment target iasd Y
5 Select folder Storage size Default
6 Select compute resource Resources required for different deployment sizes
7 Setup target apphavce VM Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to) VMs (up to)
Source machine 263
8 Select deployment size
Tiny 2 10 300 10 100
9 Select datastore small 4 16 340 100 1000
10 Configure network settings Medium 24 525 400 4000
Large 16 32 740 1000 10000
11 Ready to complete stage 1
X-Large 24 48 1180 2000 35000

Select the deployment size for the resulting VCSA appliance
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Select the datastore the new VCSA appliance will be housed in. You also have the option
to select the Enable Thin Disk Mode which thin provisions the resulting VCSA appliance
disks on the datastore. This means that blocks are only zeroed out when they are written
to. This saves a tremendous amount of space since space is only claimed on the datastore
as the blocks are written to.

" vCenter Server Appliance Installer - a X

Installer

vm Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select datastore

1 Introduction
o : Select the storage location for this appliance
2 End user license agreement
3 Connect to source appliance
Name Y Type Y Capacity Y Free Y Provisioned Y Thin Provisioning
4 Appliance deployment target ESX1DSO1 VMFS-6 93125 GB 556.35 GB 3749 GB Supported
vsanDatastore vsan 1.82TB 69144 GB 114 1B Supported

5 Select folder

6 Select compute resource
Enable Thin Disk Mode ()

7 Set up target appliance VM

8 Select deployment size

9 Select datastore

10 Configure network settings

11 Ready to complete stage 1

Selecting the target datastore for the resulting VCSA appliance and
choosing thin disk mode options

Backup & Disaster Recovery for Virtual and Physical Data Center © Vembu Technologies
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On the network settings configuration, choose the port group to attach the resulting
VCSA appliance to as well as the temporary IP address for the appliance. Keep in mind
that ultimately, the installer is going to assume the IP address of the source appliance. So
here, we are simply giving it an IP address that will allow it to communicate with the
source appliance during the upgrade process to copy data across.

{3 vCenter Server Appliance Installer - O X

Installer

vm Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

) ‘ Configure network settings
ntroduction
o ) Configure network settings for this appliance
2 End user license agreement
3 Connect to source appliance Network VSS-Servers [©)
4 A ployment target Temporary network settings
5 Select folder IP version Pva
6 Select compute resource IPassignment static
7 Setup target appliance VM Temporary IP address 10.1149.51
8 Select deployment size
= o Subnet mask or prefix length 255.255.255.0 @
9 Select datastore
Default gateway 1011491
10 Configure network settings
DNS servers 10.1.149.10

11 Ready to complete stage 1

Configuring network settings for the new VCSA appliance
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The Stage 1 process is now ready to begin the actual configuration of the VCSA appliance
in line with the parameters configured during the wizard. Click Finish.

(3 vCenter Server Appliance Installer

Installer

vm Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Ready to complete stage 1

1 Introduction
Review your settings before starting the appliance deployment

2 End user license agreement

Deployment Details
3 Connect to source appliance
Source vCenter Server with an Embedded

4 Appliance deployment target Platform Services Controller

Target vCenter Server

VM name

Deployment type

Deployment size

Storage size Default

8 Select deployment size

Datacenter Details
9 Select datastore

Datacenter CloudLocal

10 Configure network settings
Compute resource vsancluster

11 Ready to complete stage 1 Datastore Details
Datastore, Disk mode ESXIDSO1, thin
Network Details

Network VSS-Servers

IP settings 1Pva

IP address

Subnet mask or prefix length

Default gateway

DNS servers 10.1.149.10

The configuration is ready to begin using the parameters chosen for
the new VCSA appliance

Stage 1 - Deploy vCenter Server Appliance with an Embedded Platform Services
Controller begins. The new appliance VM is deployed into the vSphere inventory.

Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services
Controller

T
Deploying the appliance

‘ CANCEL |

VMware vSphere 6.7 Update 1 VCSA appliance deployment begins

Stage 1 of the deployment finishes. Stage 2 begins.
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VMware vSphere vCenter Server VCSA 6.7 Update 1 Upgrade Stage 2

Upgrade - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services
Controller

@ You have successfully deployed the vCenter Server with an Embedded Platform Services Controller.

To proceed with stage 2 of the deployment process, appliance setup, click Continue

If you exit, you can continue with the appliance setup at any time by logging in to the vCenter Server Appliance Management Interface

https://10.1.149.51:5480/
‘ CLOSE CONTINUE

Stage 2 of the vSphere 6.7 Update 1 VCSA upgrade begins

In Stage 2, the installer copies data from the source vCenter Server Appliance to the
deployed appliance. In the introduction screen, the process details are displayed.

Upgrade - Stage 2: vCenter Server Appliance with an Embedded Platform Services Controller

1 Introduction Introduction

This wizard allows you to upgrade a vCenter Server Appliance (6.0 or 6.5) with an
2 Connect to source vCenter Se. -
embedded Platform Services Controller
3 Select upgrade data
Stage 2
4 Configure CEIP

5 Ready to complete Q

Upgrade source vCenter Server
Appliance

Upgrading the appliance is a two stage process. The first stage has been completed
The second stage copies data from the source vCenter Server Appliance to the

deployed appliance. Make sure you have backed up all data on the source appliance
rfFrrn ndacrncain adth B indrada nranmen CloL KIAvs i nersnard with cfesn )

CANCEL NEXT

Overview of Stage 2 in the vSphere 6.7 Update 1 upgrade process
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The Pre-upgrade check result will display any warning or other errors that are
found. Below, we have warnings about legacy patch baselines, etc.

Pre-upgrade check result

Warning Files that cannot be used with Update Manager 6.7 will
not be copied from the source. These files include VM
guest OS patch baselines, host upgrade baselines and
files, and ESX 5.5 and lower version host patches
baselines.

Description Files that cannot be used with Update Manager 6.7 will
not be copied from the source. These files include VM
guest OS patch baselines, host upgrade baselines and
files, and ESX 5.5 and lower version host patches
baselines.

Resolution Please review VMware Update Manager 6.7
Documentation for details

CLOSE

Pre-upgrade check warnings displayed before the deployment of the new
appliance begins
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After connecting to the source vCenter Server, the Select Upgrade data screen
displays. Here you can choose which data is copied to the new appliance. The various

data sizes are displayed for each option.

vm Upgrade - Stage 2: vCenter Server Appliance with an Embedded Platform Services Controller

1 ntroduction Select upgrade data

Select the data that you want to copy from the source vCenter Server
Connect to source vCenter Se...

N

The data sizes shown below represent only the data that will be copied to the target
server. It does not correspond to the actual size of your data on the source server. The
identity of the server will also be copied and the source server will remain unchanged.

3 Select upgrade data
4 Configure CEIP
5 Ready to complete ® Configuration (2.78 GB) Estimated downtime: 39 minutes

Configuration and historical data (events and tasks) (2.88 GB)

Configuration and historical data (events, tasks and performance metrics) (2.88 GB)

CANCEL NEXT

Choose the upgrade data option during the vSphere 6.7 Update 1 upgrade
process

Backup & Disaster Recovery for Virtual and Physical Data Center © Vembu Technologies
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Next, choose whether or not to participate in the CEIP program by checking or

unchecking the box.

Upgrade - Stage 2: vCenter Server Appliance with an Embedded Platform Services Controller

Configure CEIP

Join the VMware Customer Experience Improvement Program

1 Introduction
2 Connect to source vCenter Se...

3 Select upgrade data
VMware’s Customer Experience Improvement Program (“CEIP”) provides

4 Configure CEIP VMware with information that enables VMware to improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in
association with your organization’s VMware license key(s). This information
does not personally identify any individual.

5 Ready to complete

Additional information regarding the data collected through CEIP and the
purposes for which it is used by VMware is set forth in the Trust & Assurance
Center at http://www.vmware.com/trustvmware/ceip.html.

If you prefer not to participate in VMware’s CEIP for this product, you should
uncheck the box below. You may join or leave VMware’s CEIP for this product at
any time.

¥/ Join the VMware's Customer Experience Improvement Program (CEIP)

CANCEL NEXT

Configure CEIP options screen
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Stage 2 of the upgrade process is ready to begin. The chosen options are
displayed on the screen along with the option to either go back or Finish the

process.

vm Upgrade - Stage 2: vCenter Server Appliance with an Embedded Platform Services Controller

1 Introduction Ready to complete

Review settings before completing the wizard
2 Connect to source vCenter Se..

3 Select upgrade data Source vCenter Server Appliance with embedded PSC

FQDN or |IP address vecsabb.cloud.local
4 Configure CEIP z
Version 6.5
5 Ready to complete Target vCenter Server Appliance with embedded PSC
FQDN or IP address (temporary) 10.1.149.51
FQDN or |IP address (post-upgrade) vesabb.cloud.local
Version 6.7.0.20000

Upgrade Data
Data to copy Configuration only
Size 278GB
Customer Experience Improvement Program

CEIP setting Opted out

| have backed up the source vCenter Server and all the required data from the

database. %

The Ready to Complete screen displays the options chosen for Stage 2

You will see a warning displayed indicating the source VCSA appliance will be
shut down during the process. Click OK to continue with the process.

Shutdown Warning

The source vCenter will be shut down once the network

configuration is enabled on destination vCenter Server.

Click OK to continue, or Cancel to stop the upgrade.

Acknowledge the shutdown warning for the source VCSA appliance VM
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The Data transfer and appliance setup begin in the Stage 2 process.

Upgrade - Stage 2: Data transfer and appliance setup is in progress

1. Copy data from source vCenter Server to target vCenter Server

Preparing source system for exporting data...

2. Set up target vCenter Server and start services

3. Import copied data to target vCenter Server

Stage 2 process begins with the data copy from the source appliance
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After some time, the Stage 2 process will complete. As you can see the three steps as
defined are to copy data, set up the target vCenter Server and start processes, and then
import copied data to the target vCenter Server. After a successful upgrade process, you
will see the link to the appliance displayed on Stage 2 complete screen.

Upgrade - Stage 2: Complete

@ 1. Copy data from source vCenter Server to target vCenter Server
Q 2. Set up target vCenter Server and start services
9 3. Import copied data to target vCenter Server

Complete

Data transfer and appliance setup has been completed successfully. Click on the link below to get
started. Press close to exit.

Appliance Getting Started https://vcsa65.cloud.local:443
Page

CLOSE

Upgrading VMware ESXi to vSphere 6.7 Update 1

One of the major achievements of vSphere 6.7 Update 1 is the introduction of the fully
functional HTML 5 Ul. The new HTML 5 interface is a joy to work with. This is certainly
evident when working with the Update Manager component of the vSphere client. The
process to work with the Update Manager interface, uploading images, creating
baselines, attaching baselines, and remediating hosts are extremely easy and intuitive.
Let's step through the process and screens of the normal process to upload the
vSphere 6.7 Update 1 ESXi image, create the baseline, attach the baseline to the ESXi
hosts in our environment, and then remediate the hosts per the attached upgrade
baseline.
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The first thing that we need to do is upload the new ESXi 6.7 ISO. To do this navigate
in the HTMLS client to Update Manager >> ESXi Images >> Import.

vm vSphere Client

@} Home Update Manager
% Shortcuts ' S )
Home Monitor Baselines Updates ESXiimages Settings
Hosts and Clusters
IMPORT
@ VMs and Templates
~| Storage Name Y Product Y Version

& Networking
[E content Libraries

B Global Inventory Lists
Policies and Profiles
@ Auto Deploy

(®) vRealize Operations

@ Administration

| “S Update Manager |

Importing and uploading the vSphere 6.7 Update 1 ISO to Update Manager

Choose to import an ESXi Image and Browse to the ISO file for ESXi 6.7 Update 1.
As soon as you select it, it will start to import and then upload the image.

Import ESXi Image %

Image Filename or URL BROWSE

CANCEL IMPORT

Choose the ESXi 6.7 Update 1 ISO image to import to Update Manager
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Below, the process to import the ESXi image has begun. The first step uploads
the image and step 2 imports the image into the Update Manager images
catalog.

Import ESXi Image ¥

Importing VMware-VMvisor-Installer-6.7.0.update01-10302608.x86_64.iso

Step 1 of 2 - Uploading file to server: 203.88 MB/329.61 MB - 0:07 minutes remaining

CANCEL

The ESXi 6.7 Update 1 ISO image uploads via the Update Manager Import ESXi
Image wizard

After the upload and import finishes, you should be able to see the ESXi image
that was just uploaded under the ESXi Images tab.

vm vSphere Client Menu v

&} Home Update Manager
% Shortcuts ”
Home Monitor Updates ESXi images Settings
Hosts and Clusters
IMPORT
@ VMs and Templates
] Storage Name Y Product
¥ Networking ESXi-6.7.0-20181002001-standard VMware ESXi 6.7.0 Update 1

[& content Libraries

El, Global Inventory Lists
& Policies and Profiles
@ Auto Deploy

(®) vRealize Operations

@ Administration

“S Update Manager

Verifying the ESXi 6.7 Update 1 ISO file was uploaded to Update Manager
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Now that the image is uploaded, we can create a new Baseline which allows
assigning the action to a “template” of sorts for upgrading, updating, etc. The
host has to meet the baseline by the scan operation or it will show out of
compliance. Click Baselines >> New.

vm vSphere Client Menu v

@} Home Update Manager
% Shortcuts
Home Monitor Baselines Updates
Hosts and Clusters
(@] VMs and Templates NEW v
- Storage Baselines

& Networking
= J Non-Critical Host Patches (Predefined)

Content Libraries

atches (Predefined)

. ¢ Critical Host P
[__—}_ Global Inventory Lists

Policies and Profiles
Auto Deploy

(®) vRealize Operations

Creating a new baseline for the upgrade process to ESXi 6.7 Update 1

This will launch the Create Baseline wizard. The Create Baseline wizard is a
3-step process that will allow naming and setting the description for the baseline,
selecting an image, and finalizing the baseline. Below, the Name for the Baseline
is configured and the Content type is set to Upgrade.

Backup & Disaster Recovery for Virtual and Physical Data Center © Vembu Technologies



vembu

Create Baseline

1 Name and Description

Name and description

Enter a name and select the baseline type

Name ESXi 6.7 Update |

Description

Content

CANCEL NEXT

Name and Classify the new Baseline in Update Manager

One step 2, select the image that was uploaded previously for ESXi 6.7 Update 1.
You can identify this is Update 1 by the Build version which is 10302608.

Create Baseline

2 Select Image

1 Name and Description

Select image

Select an ESXi release image

Image v ESXi
Version
° ESXi-6.7.0-20181002001- 6.7.0
standard
EXPORT

Build Y

10302608

Vendor vy

VMware,
Inc.

X
Acceptance v Release
level Date
Partner Oct 2, 201

CANCEL ‘ BACK ‘ NEXT

Backup & Disaster Recovery for Virtual and Physical Data Center

Choose the vSphere 6.7 Update 1 ESXi image file

© Vembu Technologies




vembu

On the Summary screen, you can verify the baseline is configured correctly and
then Finish the wizard to finalize the baseline creation.

Create Baseline X

Summary
1 Name and Description

Review your setting selections before finishing the wizard

2 Select Image

Baseline name ESXi 6.7 Update 1
2 2R Baseline description
Baseline type Upgrade
ESXi Image
Name ESXi-6.7.0-20181002001-standard
Product VMware ESXi 6.7.0 Update 1
Version
Vendor VMware, Inc
Acceptance level Partner

e [oror | (D

Finalizing the new Upgrade Baseline to vSphere 6.7 Update 1

After the Baseline is created, you should be able to see the new Baseline
listed in the Baselines listing.

vm vSphere Client

@ Home Update Manager
% Shortcuts ;
Home Monitor Baselines Updates ESXi images Settings
Hosts and Clusters
N v

@ VMs and Templates NEW
,1 Storage Baselines Y Content
&) Networking
f'“ : ESXi 6.7 Update 1 Upgrade
Content Libraries

= . Non-Critical Host Patches (Predefined) Patch
[ Global Inventory Lists

Critical Host Patches (Predefined) Patch

[& Policies and Profiles
@ Auto Deploy

(®) vRealize Operations

@ Administration

> Update Manager

Verifying the new vSphere 6.7 Update 1 Upgrade Baseline was created successfully
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Now that the vSphere ESXi 6.7 Update 1 ISO image has been uploaded and the new
upgrade baseline for ESXi 6.7 Update 1 has been created, you can attach the baseline to
the ESXi host that is to be remediated. To do this, select the host click Updates >> Host
Updates >> Attach to select the newly created baseline.

vm vSphere Client

8 8 (4 10.1149.140 | acTions~
(7 vcsab5.cloud.loca Summary Monitor Configure Permissions VMs Resource Pools Datastores Networks
[ VCSALAB
[ 101149140
[& 101149150 Attached Baselines
Overview
Attached Baselines Y Status
VMware Tools
VM Hardware

UPDATE MANAGER HOME

Attach the Upgrade Baseline to the ESXi host you want to upgrade to vSphere 6.7
Update 1

On the Attach screen, select the newly created baseline that contains the
Upgrade action to ESXi 6.7 Update 1.

Attach [ 10.1.149.140 X
Name Y Content
ESXi 6.7 Update 1 Upgrade
I Non-Critical fine Patch
| Critical Host Patche Patch
EXPORT 3 Baselines
Choose the new ESXi 6.7 Update 1 Upgrade Baseline
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Next, choose the Remediate button under Updates >> Host Updates. This will allow
the host to be scanned and remediated based on the attached baselines.

[4 10.1149.140 | AcTions~

Summary Monitor Configure Permissions VMs Resource Pools Datastores Networks Updates

Attached Baselines

Overview
ATTACH DETACH REMEDIATE
Host Updates Attached Baselines T Status
VMware Tools
© ESXi6.7 Update 1 @ Unknown
VM Hardware

UPDATE MANAGER HOME

Choose to Remediate the ESXi host
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Once Remediate is clicked, the EULA for ESXi 6.7 Update 1 is displayed. Place a check
in the box to accept the EULA and click OK.

End User License Agreement %

To continue with remediation, read and accept the user license agreement.

VMWARE END USER LICENSE AGREEMENT =

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN
YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE
INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE,
YOU (THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS
END USER LICENSE AGREEMENT ("EULA"). IF YOU DO NOT AGREE TO THE TERMS OF THIS
EULA, YOU MUST NOT DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST DELETE
OR RETURN THE UNUSED SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN
THIRTY (3@) DAYS AND REQUEST A REFUND OF THE LICENSE FEE, IF ANY, THAT YOU
PAID FOR THE SOFTWARE.

| accept the terms and license agreement.
el

Accept the EULA for the upgrade to vSphere 6.7 Update 1

The Remediate screen is displayed for the host. The host will automatically
be checked for remediating. At this point, you can simply click the Remediate
button to begin the upgrade process or customize the remediate action
further.
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Remediate | 10.1.149.140 with ESXi 6.7 Update 1 X
1 host will remediate
Host Name Y Version Y Patches Y Extensions Y Remediation Status Y Boot
10.1.149.140 6.7.0 0 (0 Staged) 0 (O Staged) +/ Ready None
EXPORT 1 Hosts
Install Image VMware ESXi Release 6.7.0, Build 10302608
Name Y D Y Severity v Type Y Category v ESXi 4 Impact ¥ Vendor ¥ Release vy
Version Date
‘ CANCEL REMEDIATE

Verify the host to remediate and configure any additional remediation options

You can expand the various options on the bottom of the Remediate screen such as
Scheduling Options and Remediation Settings. These allow configuring the scheduling of
the upgrade as well as other remediation settings on the host itself.

Remediate | 10.1.149.140 with ESXi 6.7 Update 1 X
Host Name Y Version Y Patches v Extensions v Remediation Status v Boot v .
10.1.149.140 6.7.0 0 (O Staged) 0 (O Staged) ~/ Ready None

EXPORT

Install Image VMware ESXi Release 6.7.0, Build 10302608

Scheduling Options: Will remediate immediately

Remediation settings

CLOSE DIALOG AND GO TO SETTINGS

CANCEL ’ REMEDIATE

Expand the Remediation Settings to further customize the remediation process
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After clicking the Remediate button, you will see the Remediate entity action kick off
in the Recent Tasks pane in vCenter Server.

Recent Tasks Alarms

Task Name v Target v Status

Enter maintenance mode [] 101149140 v' Completed
Remediate entity [H 101149140 =
Remediation pre-check D 101149140 v/ Completed
Import ESXI Image [J vcsab5.cloud.local v/ Completed

The Remediate entity task kicks off in the Recent tasks in vCenter

The upgrade process will automatically reboot the host in question. After the
host reboots, you can take the host out of maintenance mode and verify the
Hypervisor version under the Summary tab. The version should reflect VMware
ESXi, 6.7.0, 10302608. This is the build version for ESXi 6.7 Update 1.

4 10.1.149.140 | AcTions v

Summary Monitor Configure Permissions VMs Resource Pools
Hypervisor: | VMware ESXi, 6.7.0, 10302608 |
Mode VMware7,1
Processor Type: Intel(R) Xeon(R) CPU D-1541 @ 2.10GHz
cal Processors: 4

Z
|’:'
N

Virtual Machines: 2
State: Connected
Uptime: 46 minutes

The ESXi host version and build should reflect vSphere 6.7 Update 1 after the reboot
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Implementing VMware vSphere Virtual Machine Encryption

VM encryption provides security to the VMDK that stores the data for a virtual machine.
The 1/0 operations are encrypted from a virtual machine before they are written to the
VMDK disk. Other files associated with the virtual machine are not encrypted due to
their non-sensitive nature. These include the VM log files, configuration files, virtual disk
descriptor files, etc. How is this helpful in the realm of securing virtual machine data?

Imagine the scenario and use case of how this type of security protects your virtualized
environment and perhaps, very sensitive data. If an unscrupulous system administrator
or someone who has potential access to the VMware vSphere storage copied the virtual
machine disk files to a removable device, they could take the disk to another VMware
vSphere environment, import the virtual machine disk files into the new environment,
power up the virtual machine, and have access to all the data stored on the virtual
machine disk file that was copied from the source environment.

Another scenario might involve a domain controller. What if an employee or someone
who gained access to VMware vSphere storage was able to copy a domain controller
virtual machine to removable storage. They could then perform the same task as above
and import the virtual machine into a new VMware vSphere environment, perhaps at
home. Then they could run Active Directory password utilities relentlessly against the
environment, completely outside the scanning, alerting, and other security mechanisms
that might be running on-premises. Passwords can potentially be gathered from the
“offline” Active Directory environment and provide an extremely dangerous security
situation if this goes undiscovered. The employee could have access to domain admin
credentials and potentially impersonate other users, compromising data, stealing data,
and even other outcomes.

The above scenarios are only a couple of examples of how unencrypted data can be
compromised. Virtual machine disks that are not encrypted are fully readable with no
special effort on the part of the attacker outside of having access to the data. Once
virtual machine encryption is introduced into the environment, it becomes exponentially
more difficult to compromise data, even if you have access to the virtual machine
storage.
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How to Enable VMware Virtual Machine Encryption

So with all the added security benefits to encrypting VMware virtual machines, this is
certainly a security feature that most will want to take a look at to secure sensitive virtual
machines running in the environment. Let's take a look at the requirements for enabling
virtual machine encryption in VMware vSphere. To enable virtual machine encryption,
let's look at the following steps to enable this functionality.

1. Provision a supported Key Management Server cluster to issue encryption keys

2. Establish trust between VMware vCenter Server and the Key Management Server
cluster

3. Change the storage policy to VM Encryption for virtual disks

The process to do this is straightforward and can easily be accomplished via the new
fully-featured HTML 5 vSphere client in vSphere 6.7 Update 1. The first requirement as
listed is to provision a Key Management Server cluster. Most will probably provision a
virtual solution running by way of a virtual appliance either in a production or
management cluster. The Key Management Server cluster or KMS cluster will most likely
be made up of multiple nodes for resiliency and in accord with best practice.

The Key Management Server solution must support the Key Management
Interoperability Protocol (KMIP) 1.1 standard to be used as a KMS solution in VMware
vSphere. You can find out more about which solutions are supported in the VMware
Compatibility Guide.

In the below walkthrough, we will add a supported KMS cluster server solution to the
VMware vSphere environment for use with virtual machine encryption tasks.
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Navigate to the Configure menu of the vCenter Server inside of the vSphere client. Click
Key Management Servers > Add.

(3 vcsa.cloud.local | AcTions~
Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastc

v Settings ADD ESTABLISH TRUSTv  ACTIONS v

General

Licensing

Message of the Day KMS Name KMS Address KMS Cluster Name

Advanced Settings key key.cloud.local KMShomelab (current default)

Authentication Proxy
vCenter HA

v More
Alarm Definitions

Scheduled Tasks

Key Management Serv._.

Storage Providers
v VSAN
Update

Internet Connectivity

Adding a new Key Management Server in the properties of the VMware vCenter
Server configuration
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This will launch the Add KMS dialog box that will allow you to Create new cluster or
point to an existing cluster. Below we are creating a new KMS cluster inside of the
vCenter Server configuration. The process gathers the necessary configuration
information including:

e  KMS Cluster configuration (create new or point to existing)

e New cluster name with the choice to make the KMS cluster the default
configuration

Server name - This is the friendly name in vCenter Server

Server address - The IP or FQDN of the KMS cluster

Server port - port the KMS server is listening on

Proxy address - (optional)

Proxy port - (optional)

User name - (optional)

Password - (optional)

Add KMS X
KMS cluster Create new cluster
New cluster name KMShomelab
Make this the default cluster
Server name key
Server address key.cloud.local
Server port 5696|

Proxy address

Proxy port

User name

Password

Adding a new KMS cluster in the Key Management Server properties
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You will see the Make vCenter Trust KMS dialog box open after establishing the connection
to the KMS server cluster. Even though you click Trust in this step, there are further steps

required for establishing trust in vCenter.

Make vCenter Trust KMS

Serial number

Ox46F32F2

312011 19:00:00 GMT-0500

HyTrust KeyControl Certificate Authority

Central Daylight Time)

312011 19:00:00 GMT-0500 (Central Daylight Time)

36:38:03:95:55:FO:B1:00:FC:D9:6A:34:FD:DF:43:AAD1

Subject key.cloud.local
Issuer

Valid from Tue May

Valid to Tue May
Fingerprint 25:01:4C
Certificate Expand to vi

ew details

CANCEL TRUST

Connecting to the KMS configured

Notice the connection status shows Not connected (Trust not established View

Details).
7 vcsa.cloud.local | acTions v
Sum.. Mo.. cCon... Permi.. Datac... Hosts & ... Data... Net... Linked vCenter S.. Exte... Up...
LICENSINg )
Message of the Day ADD ESTABLISH TRUST v ACTIONS v
Advanced Settings
Authentication Proxy KMS Name KMS Address KMS Cluster Name Port Connection
vCenter HA Status
v More Q v key key.cloud local KMShomelab (curre 5696 Not connec
Alarm Definitions nt default) ted (Trust not
& 2 established. Vi
Scheduled Tasks ew Details)
Key Management Serv..
Storage Providers @ O
v VvSAN @
Update Add KMS Make vCenter Trust Make KMS Trust

Internet Connectivity «

KMS vCenter

Viewing the trust status of the new KMS cluster in the vSphere client

Backup & Disaster Recovery for Virtual and Physical Data Center
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If you click to View Details you will see the MAKE KMS TRUST VCENTER button.

Click this button to open the further configuration for trusting the KMS server.

wd.local KMShomelab (curre 5696 Not connec - () Valid until
nt default) ted (Trust not Dec 31, 2049
established. Vi
ew Details)
Make vCenter Trust Make KMS Trust Connected

KMS vCenter

‘ MAKE KMS TRUST VCENTER ’

Have a signed CSR?

UPLOAD SIGNED CERTIFICATE

Make KMS Trust vCenter

This will launch a wizard to Make KMS trust vCenter with a few options. Since in the lab,
| have a certificate downloaded from the KMS server and a private key, | will be

uploading these to vCenter for establishing trust.

vCenter

1 Choose a method

2 Establish Trust

Make KMS trust Choose a method

e key to vCenter

New Certificate Signing Request (CSR)

CANCEL NEXT

KMS certificate and private key upload to establish trust

Backup & Disaster Recovery for Virtual and Physical Data Center
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In the Upload KMS Credentials, you will see the Upload a file button for both the KMS
Certificate and the KMS Private Key.

Make KMS trust Upload KMS Credentials X
vCenter

Upload the KMS certificate and private key to vCenter to establish the trust

1 Choose a method

2 Upload KMS Credentials KMS Certificate UPLOAD A FILE

KMS Private Key UPLOAD A FILE |

CANCEL BACK

Uploading the certificate and private key
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After uploading the certificate and private key, click the Establish Trust button.

Make KMS trust
vCenter

1 Choose a method

2 Upload KMS Credentials

Upload KMS Credentials

Upload the KMS certificate and private key to vC

KMS Certificate

Bag Attributes

localKeylD: B542 CEQCE3B3C62490 D816 6953 C983F20C5618 78 %

KMS Private Key

Bag Attributes

enter to establish the trust

UPLOAD A FILE

UPLOAD A FILE

localKeylD: B5 42 CEOCE3B3C62490 D816 6953 C983F20C5618 78 ad

CANCEL BACK ESTABLISH TRUST

Establishing Trust with the KMS cluster by using the KMS certificate and private key

Now, after establishing trust, you will see the connection status, vCenter Certificate
Status, and KMS Certificate Status all showing with a green checkmark. Trust has

been established.

7 vcsa.cloud.local ACTIONS v
Sum. Mo... Con... Permi. Datac... Hosts & ... Data... Net... Linked vCenter S.. Exte.. Up..
Setiings ADD  ESTABLISH TRUST>  ACTIONS v
General
Licensing
R i H KMS Name KMS KMS Cluster Port Connection vCenter KMS
Message of the Day Address Name Status Certificate Certificate
Advanced Settings Status Status
Authentleation:Rroxy key keycloud!  KMShomelab(c 5696 @ Connect (@ Validuntil (@ Valid un
vCenter HA ocal urrent default) ed Jan 2, 2030 til Dec 31, 2
v More gas

Alarm Definitions
Scheduled Tasks
Key Management Serv..
Storage Providers
v VSAN
Update

Internet Connectivity

1servers

Trust successfully established with the KMS cluster and vCenter
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Now, after establishing trust, you will see the connection status, vCenter Certificate
Status, and KMS Certificate Status all showing with a green checkmark. Trust has
been established.

(7 vcsacloud.local | actions~
Sum. Mo. Con... Permi. Datac... Hosts & ... : Data.. Net... Linked vCenter S.. Exte.. Up..
weSetlings ADD  ESTABLISH TRUSTv  ACTIONS v
General
Licensing
o ; KMS Name KMS KMS Cluster Port Connection vCenter KMS
Message:ofthe:Day Address Name Status Certificate Certificate
Advanced Settings Status Status
Authentication:Proxy key key.cloud.| KMShomelab (c 5696 @ Connect (@ Validuntil (@ Valid un
vCenter HA ocal urrent default) ed Jan 2, 2030 til Dec 31, 2
v More fe

Alarm Definitions
Scheduled Tasks
Key Management Serv..
Storage Providers
v VvSAN
Update

Internet Connectivity

Trust successfully established with the KMS cluster and vCenter
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Now that the KMS cluster is in place, we can start encrypting virtual machine disks
with the new functionality enabled by the KMS server. To encrypt virtual machine
disks, right-click on a virtual machine in the vSphere client inventory, and choose VM

Policies > Edit VM Storage Policies.

ﬁj Actions - TTYLinux
Power
Guest OS
Snapshots
®F Open Remote Console
&5 Migrate..

Clon

™

Fault Tolerance

¢7 vcsa.cloud.local

Summary Monitor Configu
v Settings
General
Licensing

Message of the Day
Advanced Settings
Authentication Proxy
vCenter HA

v More

VM Policies

Edit VM Storage Policies...

Template
Compatibility

Export System Logs...
]} 0 Edit Settings...

Move to folder...

' Rename...

Edit Notes...

Tags & Custom Attributes

&g Check VM Storage Policy Compliance

W UVSAN
Update

Internet Connectivity

Enabling encryption with a VM Storage Policy

Backup & Disaster Recovery for Virtual and Physical Data Center
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In the Edit VM Storage Policies dialog box, choose the VM Encryption Policy to enable
encryption on the virtual machine disk(s). Note how you can granularly assign storage
policies, including encryption on a per disk basis.

Edit VM Storage Policies | TTuinux X
I VM storage policy: | VM Encryption Polic) v Configure per disk ()l
Total on: 836 MB storage space
Name Disk Size Datastore Datastore Type
> EJ VM home - vsanDatastore vsan
> &3 Hard disk 1 32 MB vsanDatastore vsan

e

Assigning a VM Encryption Policy for a VM disk
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After assigning the VM encryption policy, you will see the Encryption section under
the virtual machine properties populated with the status of VM configuration files
are encrypted. Hard disk is encrypted.

i TTYLinux1 [ ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Updates
VM Hardware A Notes A
Encryption VM configuration files are Created lﬁ‘l HheiEavenich

Blog: w

Twit

encrypted

@mike_laverick

Hard disk is encrypted

Services Enabled: SSH, FTP, HTTP

CPU 1CPU(s) ROOT Password: password
Edit Notes

Memory I:I 0.03 GB, 0 GB memory active

Hard disk 1 32 MB Custom Attributes A
(encrypted)

Attribute Value
Network adapter 1 VSS-Servers (disconnected) complling
CD/DVD drive 1 Disconnected Created_at

After assigning the VM encryption storage policy, the VM is now encrypted
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Implementing Virtualization-based Security (VBS)

How does virtualization-based security raise the bar of security to make it more difficult
for attackers to obtain this type of information? Virtualization-based security when
implemented in Windows 10 or Windows Server 2016 and higher, uses
hardware-assisted virtualization capabilities to create an isolated environment, separate
from the operating system, to store sensitive system information.

Microsoft implements this feature in a rather ingenious way by utilizing the Hyper-V
hypervisor to host the operating system to create this virtual secure mode which allows
enforcing restrictions and protecting system and other operating system resources.
Additionally, it is able to protect security information such as authenticated user
credentials. When thinking about a system being compromised by malware or other
malicious code, when virtualization-based security is being used, the damage that can be
inflicted and information that can be stolen by the malware infecting the system can be
greatly limited. Even if the malware has control of the OS kernel the underlying Hyper-V
hypervisor can protect the sensitive areas of the system from being accessed by the
malware.

VBS enables the following security mechanisms to harden your system and isolate key
system resources from being compromised:

e Credential Guard - With Credential Guard, VBS can isolate and harden key system
and user secrets against compromise
e Device Guard - Helps to prevent malware from being able to run on Windows
operating systems
e Configurable Code Integrity
o One mechanism that can be enabled with virtualization-based security is
Hypervisor-Enforced Code Integrity (HVCI). Many of the effective security
mechanisms that help to filter malicious code allow for enforcing code
integrity checks. HVCl uses VBS to check all kernel-mode drivers and
binaries before they are started and can prevent unsigned drivers or
system files from loading into system memory. Similarly, there is a
user-mode variant that enforces checks of applications before they are
loaded and will only start those applications that are signed by known,
approved signers.

Backup & Disaster Recovery for Virtual and Physical Data Center © Vembu Technologies
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o The Hyper-V hypervisor plays the mediator between applications and
memory pages and the permissions that applications have to write across
system memory. With these mechanisms in place, malware cannot modify
memory and code pages cannot be modified or made executable.

The requirements for implementing Virtualization-based security are the following:

64-bit CPU

Second Level Address Translation or SLAT

Intel VT-D or AMD-Vi, ARM64 SMMUs

TPM 2.0

Firmware support for SMM protection

UEFI Memory Reporting

Secure Memory Overwrite Request

Hypervisor Code Integrity or HVCl compatible drivers

Virtualization-based Security Best Practices

What are some best practices when it comes to implementing Windows
Virtualization-based security in the context of VMware virtual machines? The following
considerations need to be made.

e VBS Hardware - You need the following Intel hardware for VBS
o Haswell CPU or later
o Not all VBS functionality is available on AMD CPUs
e Windows Guest OS Compatibility - The following operating systems are supported
in the context of VBS running inside of vSphere 6.7:
o Windows 10 and Server 2016
e Unsupported VMware Features with Virtual Machines that have VBS enabled
o Fault tolerance
o PCl passthrough
o Hotadd of CPU or memory
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e Installation and Upgrade considerations:
o If Virtual machine versions less than VM version 14 are used with Windows
10 and Windows Server 2016, you must reinstall the operating system if
you change to UEFI from BIOS.
o If migrating virtual machines from previous vSphere releases to vSphere 6.7
and higher and plan on enabling VBS in the future, use UEFI to avoid an OS
reinstall after the upgrade.

Enabling Virtualization-Based Security in VMware vSphere

The new virtualization-based security feature that is found in VMware vSphere 6.7 and
higher can be enabled at the virtual machine level inside the vSphere client. In fact, you
have to enable the feature at the virtual machine level first, and then enable the feature
inside of the Windows operating system.

Enable Virtualization-Based Security on the VMware vSphere virtual machine:

When you create a new virtual machine, the step, Select Compatibility needs to be
configured for ESXi 6.7 and later to be able to configure the virtualization-based
security mechanism.

New Virtual Machine

1Select a creation type Select compatibility

2 Select a name and folder Select compatibility for this virtual machine depending on the hosts in your environment
3 Select a compute reso...
4 Select storage

5 Select compatibility

6 Select a gues Compatible with: ’W‘

This virtual machine uses hardware version 14, which provides the best performance

The host or cluster supports more than one VMware virtual machine version. Select a
compatibility for the virtual machine.

and latest features available in ESXi 6.7

Configure the compatibility level of the vSphere virtual machine to take advantage of VBS
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Once you have created a new virtual machine, go into the properties of the virtual machine
and click the VM Options tab. Look for the Virtualization Based Security section. Place a
checkbox in the Enable field. Also, make sure the Secure Boot is enabled and UEFI.

Edit Settings | wintotest
Virtual Hardv VM Options

Expand for encryption settings
ExDan

Enable

Requires EF, which might make the guest OS unbootable. EFl, Secure Boot,
IOMMU and Hardware Virtualization will be enabled on reboot.

elay boot order by

Enabling the Virtualization-Based Security feature in VM Options
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Now, it is simply a matter of installing the Hyper-V feature and configuring VBS.

' Windows Features - O X
Turn Windows features on or off @

To turn a feature on, select its check box. To turn a feature off, clear its
check box. A filled box means that only part of the feature is turned on.

Containers A
Data Center Bridging
Device Lockdown
Guarded Host
= [m]  Hyper-v
u
= [®]  Hyper-V Platform
Hyper-V Hypervisor
[J  Hyper-V Services
Internet Explorer 11
@ []  Internet Information Services
[T Internet Infarmation Services Hostahle Weh Care X

oK " Cancel

&3]

HiE{n.

Install Hyper-V hypervisor in Windows
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Navigate to Computer Configuration >> Administrative Templates >> System >

Device Guard >> Turn On Virtualization Based Security

& Turn On Virtualization Based Security O X
Turn On Virtualization Based Security Previous Setting Nevt Setting

O Not Configured ~ Comment:

(® Enabled

O Disabled

Supported on: | At |east Windows Server, Windows 10
Options: Help:
Select Platform Security Level: Specifies whether Virtualization Based Security is enabled. A
[Secure Boot and DMA Protection v Virtualization Based Security uses the Windows Hypervisor to
: provide support for security services. Virtualization Based
Virtualization Based Protection of Code Integrity: Security requires Secure Boot, and can optionally be enabled
with the use of DMA Protections. DMA protections require
Enabled with UEFI lock v

hardware support and will only be enabled on correctly
configured devices.

[[] Require UEFI Memory Attributes Table

Credential Guard Configuration: Virtualization Based Protection of Code Integrity

Enabled with UEF! lock R This setting enables virtualization based protection of Kernel

: : Mode Code Integrity. When this is enabled, kernel mode
memory protections are enforced and the Code Integrity
validation path is protected by the Virtualization Based Security
feature.

The "Disabled" option turns off Virtualization Based Protection of
Code Integrity remotely if it was previously turned on with the
"Enabled without lock" option.

OK Cancel Apply

Configure the VBS options as needed in the policy configuration
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VMware vSphere Virtual Trusted Platform Module or vTPM

How does the "virtual" Trusted Platform Module or vTPM work? The vTPMs allow
performing cryptographic coprocessor capabilities in the software layer. A huge focus in
security today is separating out and isolating very sensitive components in software
from the operating system. Malware and other malicious code looking to steal sensitive
information from a target system often achieve this by the lack of barriers implemented
with some of the secure and vulnerable processes from normal operating system
accessible memory. With the vTPM, a separate, secure, and isolated area exists for
cryptographic keys to be stored that can be used to attest to the state of the system and
the software running on it.

This technology is implemented in VMware vSphere 6.7 and can be added to a new
virtual machine and even retro added to an existing virtual machine. When you add the
VTPM device to a virtual machine, the VM files are encrypted as this is where the
ultra-secure TPM data is housed. The disks are not encrypted as part of this process.
However, disk encryption can be added at the same time or later. Itis important to note,
there is no special storage policy that is associated with the vTPM virtual hardware or
that is implemented when this is added to a VM.

Many have had experience with some type of encryption used in conjunction with a VM
in the past. This can certainly affect backups and the ability to create and restore
backups. Can you backup a VM that has the vTPM module added, where the VM home
files have been encrypted, as they are by default? Yes, you can. A couple of important
considerations need to be made when thinking about the vTPM module and data
protection. Itis critical to backup all of the VM files including the *.nvram file as this
contains the encryption keys used in conjunction with vTPM. Also, make sure to have
the encryption key convenient when you perform a restore operation on a vIPM
enabled virtual machine.

One might think that you would need a physical TPM attached to the virtual host for
allowing the capability to add the vTPM. This is not the case. In fact, you can add the
VTPM to a virtual machine running on a host that does not have a valid TPM module
installed.
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Differences between a Physical TPM and a Virtual TPM

A hardware-based TPM is well, hardware that provides the ability to provide secure
storage for keys or credentials. A virtual TPM device provides the same functionality,
except inside software. How does this work and how is it secured? The vTPM device is
able to provide a secure location for storing these types of information by using the
.nvram file to store the secure cryptographic information on disk and securing this file
using virtual machine encryption. Again, the home files of the VM, including the .nvram
file are encrypted and not the virtual disk files. While a physical TPM has the
cryptographic information including the public and private key, the vTPM device gets the
key information initially from VMware Certificate authority or from another third-party
certificate authority. While the keys in the virtual TPM could be changed, this would
invalidate the existing sensitive information in the vTPM and is generally not done.

The VMware encryption process for virtual machines is enabled by the use of a Key
Management Server cluster. The KMS cluster is added into vSphere and then the trust
with the KMS cluster is verified to allow the provisioning of encryption keys. To be able
to be used, the KMS cluster needs to be able to support the Key Management
Interoperability Protocol (KMIP) 1.1.
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Add KMS

KMS cluster

New cluster name

Server name
Server address
Server port
Proxy address
Proxy port
User name

Password

Create new cluster

Make this the default cluster

Adding a new Key Management Server cluster in VMware vSphere

Requirements for vTPM

To use a VTPM, your vSphere environment must meet these requirements:

Virtual machine requirements:

e EFI firmware
e Hardware version 14

Component requirements:

vCenter Server 6.7 or 6.7 Update 1

Virtual machine encryption (to encrypt the virtual machine home files).

Key Management Server (KMS) configured for vCenter Server (virtual machine

encryption depends on KMS).
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Guest OS support:

e Windows Server 2019 (64 bit)
e Windows Server 2016 (64 bit)
e Windows 10 (64 bit)

Adding the Virtual TPM Module to a Virtual Machine

The process to add a vTPM to a new virtual machine is a straightforward process. You
first need to make sure all the prerequisite steps have been performed with adding the
KMS cluster to VMware vSphere and establishing trust. The guest operating system
needs to run the required version of Windows including Windows 10, Server 2016 or
2019. Make sure the VM has also been configured to use EFI firmware.

On the Customize Hardware step of creating a new virtual machine process:
e C(lick Add New Hardware and select Trusted Platform Module.

The process is similar to an existing virtual machine. You will simply need to Add New
Hardware and add the Trusted Platform Module. Remember however that the
firmware will need to be EFI firmware which if not already configured this way will
require a reload of the operating system.

What is the Virtual Networking Layer?

The VMware vSphere Virtual Networking Layer contains the virtual network adapters,
virtual switches or vSwitches, distributed virtual switches or DVS switches, ports, and port
groups. VMware vSphere ESXi uses this virtual networking layer to enable communication
from the virtual layer to the physical network layer all the way up the OSI stack to the end
user and their applications. Additionally, the virtual networking layer allows
communication with storage devices such as iSCSI SANs, NAS storage, and so forth.

The VMware vSphere ESXi hypervisor includes extremely secure virtual networking
capabilities that allow very secure network communication when configured correctly.
Also, it allows for granular controls of each element of the virtual networking layer of the
components listed above.

Aside from the secure nature of the VMware vSphere ESXi hypervisor and the virtual
networking layer constructs that enable secure virtual network communication, there are
other best practices that allow for securing the virtual networking layer. Let’s take a look
at these best practices and how they can be implemented.
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Securing VMware vSphere Virtual Networking Layer

There are many best practices in regards to securing VMware vSphere Virtual
Networking and the various components therein. Let's take a look at the following
configurations and best practices that can help to secure the virtual network layer in a
VMware vSphere environment.

Isolating network traffic

Use firewalls to secure virtual network elements
Consider network security policies

Secure VM networking

Use VLANS to protect virtual networks

Secure network communication with virtual storage
Use IPSec when possible

We will look at each of the above security mechanisms a bit closer to see how they can
help with securing VMware vSphere virtual networking for production workloads.

Isolate Network Traffic

On any network, there are generally different kinds of traffic that are traversing that
network. Isolating network traffic based on the type of traffic is a great general guideline
to creating good security boundaries on a network. Generally, this is accomplished by
using VLANs and different subnets for various kinds of traffic. In the virtual environment,
this guideline holds true as well. In any VMware vSphere environment, there are many
different kinds of traffic that are needed for proper communication with the compute,
storage, and networks of the configuration. Typically, you have management, storage,
vMotion, and VM network traffic in a general vSphere installation. Additionally, in the VM
network traffic realm, there may be many different kinds of workloads that need to be
isolated from one another using different network segments, virtual switches, VLANS,
subnets, etc.
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Use Firewalls to Secure Virtual Network Elements

One of the common means of securing networks is using firewalls for filtering traffic.
Firewalls can be used across the VMware vSphere environment. Firewalls can be used to
filter VM network traffic. Also, the ESXi host itself has built-in firewall capabilities that
allow allowing or disallowing communication to certain ports, IP addresses, etc. VMware
vCenter Server also has the capabilities to allow communication via firewall mechanisms.
All of these capabilities allow securing network traffic across the virtual networking
layers.

Consider Network Security Policies

The built-in VMware vSphere virtual switches including the Standard vSwitch and the
Distributed vSwitch have the ability to protect traffic against such malicious activities as
unwanted port scanning, MAC address impersonation, and others. The security policy as
implemented at the virtual switch layer is a Layer 2 construct that has three
components: promiscuous mode, MAC address changes, and forged transmits.

Secure VM Networking

When thinking about the virtual machine running in a VMware vSphere environment, there
are many features that can be used to secure virtual networking traffic. These include
many of the capabilities we have already mentioned at the virtual switch layer.
Additionally, the guest operating system of a virtual machine can also be used to filter
traffic using built-in firewall and other security features such as Windows Firewall which
can block or allow certain types of traffic. Used in conjunction with the default VMware
vSphere security mechanisms, these can add to a powerful overall security stance for
guest operating systems running on top of vSphere.

Use VLANS to Protect Virtual Networks

The VLAN construct in networking is defined by the 802.1q IEEE standard that serves to
segment physical networks into different broadcast domains. The VLAN tag is added to the
packet header and only allows communication between VMs that have the same VLAN tag.
So, two different VMs can be isolated from one another by using different VLANs for each.
This provides an effective way to segment and isolated various kinds of traffic. The
VMware vSphere virtual networking stack is fully 802.1g aware so you can make use of
VLANSs all along the way. This can be done at the physical switch port, virtual switch port, or
VLAN guest tagging.
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Secure Virtual Storage Network Traffic

Virtual storage is where your actual data resides with virtual machines running inside of
VMware vSphere. This is performed by the VMFS file system that resides on top of your
LUNSs. If virtual storage is compromised by an attacker, they have access to the heart of
your infrastructure - your data. By using different techniques such as isolating storage
traffic on separate physical and logical networks as well as using CHAP authentication in
iSCSI environments, storage networks can be effectively secured.

Use IPSec when Possible

IPSec is Internet Protocol Security and is a network security mechanism that
authenticates and encrypts packets of data sent over an IP network. IPSec may not be
feasible or even possible in certain network segments, however, its use should be
considered to provide the most secure communication possible when security is a must.
Used in conjunction with all the other mechanisms and technologies listed, it can help
ensure network communication is as secure as possible.

Securing VMware vSphere 6.7 Update 1 Virtual Machine
Best Practices

When it comes down to the purpose of a hypervisor, it is to run virtual machines. The
virtual machine generally speaking performs the primary role of serving out production
data and services. These may include serving out files, databases, email services, or
applications. Aside from securing the hypervisor itself, there are virtual machine security
considerations to be made in VMware vSphere 6.7 that need to be taken into account and
implemented to ensure the virtual machine itself is properly secured. Let's take a look at
the following points for consideration with virtual machine security in VMware vSphere
6.7.

General Virtual Machine Protection

Deploying VMs using Templates

Securing the VM Console in vSphere

Limiting VM resource usage

Disabling unnecessary VM functions

Use Virtualization-Based Security and vTPM 2.0

Let's examine each of these in a bit more depth to understand how they allow for better
security at the virtual machine level.
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General Virtual Machine Protection

When we thinking about a virtual machine, there can be a misconception in perception
that a VM is a totally different entity than a physical server. However, this is generally
not the case when it comes to general best practices within the guest operating system.
This includes making sure the following are in place:

e  Guest operating system patching - The guest operating system running inside a
virtual machine, like a physical server, needs to be patched regularly with
Windows or Linux guest operating system patches. Applying operating system
patches is one of the best protections against many exploits which tend to
compromise known vulnerabilities that these patches resolve. Keeping pates up
to data ensures the best security within the guest VM from an operating system
perspective.

e Antimalware Software - VMs like physical nodes typically need to have some type
of antimalware software in place to ensure scanning and remediation of any
malware that may be found on the guest operating system. Ensuring the
antimalware software is up-to-date and scanning properly is also a priority when
thinking about security.

e Controlling Serial port access - Serial ports allow for connecting physical devices
to virtual machines and can be connected via passing these devices through from
the host to the VM. Serial port connecting can allow low-level access to a VM
which may be concerning from a security standpoint. Limiting VMs that have
serial port access and those to have access to connect these devices to VMs
certainly is a best practice from a security st

Deploying VMs using Templates

In thinking about the security of virtual machines, deploying virtual machines via
templates may not rank high on the list of security objectives. However, using templates
to deploy virtual machines is a security best practice. Why? Each time an operating
system is loaded by hand manually and applications are installed in this way, there is a
risk that something can get missed on each subsequent system that is provisioned. In
using a virtual machine template, you are creating a “master” generalized image of a VM
and then deploying each subsequent VM from that master image. As long as the master
image is verified from an installation and security standpoint, you can be confident that
each VM provisioned from the master VM, will contain the same installed software,
applications, security patches, and other configuration that makes for verifying the
resulting VM is configured correctly and secured.
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Securing the VM Console in vSphere

The VM Console is a powerful mechanism for managing a virtual machine inside of
VMware vSphere. The VM Console is equivalent to having a monitor connected to a
server. In the VMware vSphere environment, users with access to the console, also have
access to the power management as well as the ability to connect and disconnect
devices, media, etc. So, it can truly be a dangerous vehicle for administration in the
wrong hands. What is recommended from a security best practices standpoint?

e Use remote management software to access guest operating systems running
inside a virtual machine. These may include Microsoft Remote Desktop for
Windows virtual machines or SSH for virtual machines running Linux.

e Grant VM Console access only when necessary and limit the access of the VM
Console to only 1 connection per the security configuration best practice
recommendation.

Procedure to limit the number of VM Console connections:

1. Find the virtual machine in the vSphere Web Client inventory.
a. Tofind avirtual machine, select a datacenter, folder, cluster, resource pool,
or host.
b.  Click the Related Objects tab and click Virtual Machines.

2.  Right-click the virtual machine and click Edit Settings.
3. Select VM Options.
4, Click Advanced and click Edit Configuration.
5. Add or edit the parameter RemoteDisplay.maxConnections and set the value to
1.
6. Click OK.
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Limiting VM resource usage

By default, in VMware vSphere, a virtual machine can take as many resources as needed
by using the configured hardware that is contained on the virtual machine. All VMs
share resources equally. If a particular virtual machine is able to consume so many
resources that other virtual machines on the host have degraded performance or are no
longer able to function, a Denial of Service attack using a VM could happen.

To circumvent this as a possibility, Shares and resource pools can be used to prevent a
denial of service attack that could allow one virtual machine to consume all available
resources. To do this:

1. Right-size virtual machines with only the needed resources in the vSphere
environment

2. Use shares to guarantee resources to critical VMs

Group virtual machines with similar resources requirements into resource pools

4.  Within each resource pool, leave the shares set to the default value to ensure
each VM has the same resource priority

5. This will ensure that a single VM will not be able to monopolize resource usage on
the vSphere ESXi host

w

Disabling unnecessary VM functions

In the context of security, disabling unnecessary VM functions serves a meaningful
purpose. When looking at a virtual machine when compared to a physical server, one of
the differences is a virtual machine generally does not require as many functions or
services as a physical server. Eliminating anything that is not needed within a VM
lessens the attack surface and the security vulnerabilities that may be attached to those
unnecessary functions. What may be included in unnecessary functions?

e Unused services - Common services such as file services or web services should
not be running inside a VM unless they are needed

e Unused physical devices - Attached CD/DVD drives, floppy drives, USB, serial and
other ports should be disconnected or removed unless they are being
used/needed

e Unused functionality - VMware shared folders and copy/paste operations should
be disabled unless needed
Screensaver - Disable screensaver
Do not run X Windows on top of Linux if not needed - This creates security
vulnerabilities unless it is needed.
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By lessening the attack surface and eliminating unnecessary functions, the security
posture of the virtual machine is greatly increased.

Use Virtualization-Based Security and vTPM 2.0

e New with vSphere 6.7 is the ability to utilize Virtualization-Based Security which
allows vSphere virtual machines to be compatible with Microsoft's new VBS
security in Windows 10 and Windows Server 2016 and higher. This allows for a
hypervisor protected space where credentials and other sensitive information are
stored which makes it exponentially more difficult for an attacker to steal
credentials.

e Virtual TPM is now possible with vSphere 6.7 VMs which allows greatly enhancing
the security features of a guest VM. The vTPM functionality allows adding a
virtualized TPM 2.0 compatible module to a VM running inside vSphere 6.7. The
guest OS uses the vTPM module to store sensitive information, provide
cryptographic operations and attest to the integrity of the VM platform.

White Paper Takeaways

Security is one of the key elements of today’s infrastructure and must be considered in
each layer of today's business-critical systems. VMware vSphere 6.7 Update 1 provides
key new security features that allow taking the security of today’s infrastructure to the
next level. In considering securing VMware vSphere 6.7 Virtual Machine Best Practices,
there are many great ways to ensure the maximume-security posture of vSphere VMs
running production workloads. Many of these security best practices align with
traditional physical security and guest operating system security. However, there are
new features in vSphere 6.7 such as virtualization-based security and Virtual TPM 2.0
that allow taking advantage of new security technology to greatly enhance security
across the landscape of the virtual machines running in production. By implementing
both the traditional virtual machine security methodologies and the new technology
found in VMware vSphere 6.7, organizations can have a secure virtual machine platform
that can bolster confidence in data security.
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